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x = Ax + Br

until now :

u = - kx

↑ assumes we know X- often we don't

from now on :

u = -k

[
our estimate of X-how do we get this ?
-



state

↓input SEE EXAMPLE (20250312/wheel Demo-WithSensors

i = Ax + Bu) x = (E-g]u= [T - Te)
y = Ex

I↑ 2 = [G - ge] C = [10]
output

How To GO FROM y TOX ?

X= (g]

(x = [10][9-ge] = [3- Ge]



state

↓ input
SEE EXAMPLE (20250312/wheel Demo-WithSensors

i = Ax + Bu) x = (E-G u = [T - Te]
y = Ex

I↑ 2 = [G - ge] C = [10]
output

How To GO FROM y TOX ?

=-g(t- AtH)- Ge)

-Cyt-A-e
cy = = Cy = (CTCJ'CTy



x = Ax + Bu] how to go from y
to x ?

y
= Cx

Take inspiration from state feedback :

X = Ax -what does without control

②

-
" = AX-BK(X- Xdesired)
-

add a term that is negatively
proportional to the error between
what we have and what we want

= Ax-BKx
= (A- BK)X - what does with control

↑
choose K for stability or whatever



= Ax + Bu] how to go from y
to x ? Y(t)

y
= Cx u(H = - KECH

Apply to state estimation :
=(+ + At)=(t) + A+(AE(t) +Bu(t))

= A + Bu
what

should do if our

model and our knowledge of
initial conditions wereperfect
(they aren't

=Ay + Bu - L(k - x) - add a term that is

negatively proportional
to error

i = A + Bu - L(C * - y)



x = Ax + Bu Y how to go from y
to x ?

y
= Cx

Apply to state estimation :

- A + Bu
,

Y (0) = Xo I what I should do if our

model and our knowledge of

our estimate initial conditions wereperfect

↓WhatQueabe

(they aren't

~ = A + Bu -L( - x) - we can't implement
- this because we

add a term that is negatively don't know X

proportional to the error
(that's the point

-
" , our best ... but we do

E = A + Bu-L( - y) guess
at y

know
y

-
error in prediction of I



IMPLEMENTATION

state input controller
↓ ↓ Gu = -kX = Ax + Bu z dynamic model

y = Cx - sensor model = A + Bu-L(C-

↑ server

output

RESET [5(a = 0

S= - kE(t)
RUN

= (+ + A+) = F(t) + At (AE(t) + Bu(t) - L(CE(+) - y(t)))
B

&

A


